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Overview
● Reproducibility and sources of irreproducibility
● Case study: reproducibility exploration

using the Open Science Grid
● Implications of variance
● Takeaways



Hutson, Matthew. “Artificial Intelligence Faces Reproducibility Crisis.” Science, vol. 359, no. 6377, Feb. 2018, pp. 725–26. DOI.org 



What is Reproducibility?
• Confusion between:

– Repeatability (10x)
– Replicability
– Reproducibility

← repeat on same infra yourself / reproduce independently →

• Definitions can differ between scientific disciplines.

• Definitions can change over time as the literature evolves.



The Scientific Method
Perhaps a better way to think of reproducibility to examine the scientific method:

The scientific method as a ten step process: 1) observe the world to form beliefs 
about it; 2) explain causes and effects by forming a scientific theory; 3) formulate a 
genuine test of the theory; 4) design an experiment to test the theory; 5) implement 
the experiment; 6) conduct the experiment; 7) analyse the outcome; 8) interpret the 
analysis; 9) update beliefs according to the result; and 10) observe the world 
systematically.

Gundersen, Odd Erik. “The Fundamental Principles of Reproducibility.” ArXiv:2011.10098 [Cs], Nov. 2020. arXiv.org,



Sources of Irreproducibility 
Implementation Factors
• Initialization seeds
• Ancillary software
• Ancillary software version
• Bugs in software
• Non-deterministic ordering of 

floating-point operations
• Parallel execution
• Compiler settings
• Processing unit
Gundersen, Odd Erik, Kevin Coakley, and Christine Kirkpatrick. "Sources of Irreproducibility in Machine Learning: A Review." arXiv preprint 
arXiv:2204.07610 (2022)



What Can Be Done? 
Not all sources of irreproducibility can be controlled for.

However, many of the sources of irreproducibility can be 
examined by performing multiple runs in heterogeneous 
computing environments consisting of different hardware and 
software environments.

The biggest challenge for researchers can be getting access 
to multiple heterogeneous computing environments.
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Open Science Grid
• Distributed High-Throughput Computing

– For problems that can be run as numerous 
and self-contained jobs

• Supports Machine Learning and AI executed with Multiple 
Independent Training Tasks, Different Parameters, and/or 
Data Subsets

• More than 20 Institutions Participating
• Uses HTCondor Batch Scheduler 

– Run Non-Interactively 
– Uses Bash Scripts to Setup Environment and Copy Output

• Free to qualifying researchers: 
https://www.osgconnect.net



Keras Examples Used
Computer Vision

• Simple MNIST convnet: 
https://github.com/keras-team/keras-io/blob/master/examples/vision/mnist_convnet.py

Natural Language Processing
• Bidirectional LSTM on IMDB:

https://github.com/keras-team/keras-io/blob/master/examples/nlp/bidirectional_lstm_imdb.py

Structured Data
• Imbalanced classification: credit card fraud detection:

https://github.com/keras-team/keras-io/blob/master/examples/structured_data/imbalanced_clas
sification.py

Examples were modified to run deterministically 
https://www.tensorflow.org/api_docs/python/tf/config/experimental/enable_op_determinism



Varying Hardware Test
Using Open Science Grid Servers
The job was configured with:
• Various CPUs (4 threads)
• Various GPUs (1 GPU)
• Singularity containers based on Docker containers:

– tensorflow/tensorflow:2.9.1-gpu (via TensorFlow)
– nvcr.io/nvidia/tensorflow:22.06-tf2-py3 (via Nvidia)

The placement of what hardware the jobs ran on was not 
controlled.



Varying Hardware Test
30 tests ran on 2 different sites and 8 different servers.

Hardware included Intel Xeon and AMD EPYC CPU and 
NVidia A40 & A100 GPUs. 

The same 3 Karas examples were used and each example 
was ran 5 times to ensure repeatability. The accuracy from 
the imbalance example and the mnist example were 
repeatable on the same hardware. The following heat map 
shows the accuracy of these two examples:



Varying Hardware Test



Varying Hardware Test
The bidirectional Keras test didn’t have repeatable results 
when trained on GPU hardware with the 
tensorflow/tensorflow:2.9.1-gpu container. 

Determinism on GPU hardware can be difficult. The code and 
the framework can support determinism but if the ancillary 
software doesn’t support it then the results will include 
randomness. 

The following is a heat map of all 5 runs of all 30 test runs:



Varying Hardware Test



Tolerance for Erroneous Conclusions: Low
Running nnUNet with Medical Imaging

What amount of error 
is tolerable?

Need to quantify 
the variance



Tolerance for Erroneous 
Conclusions: High
Image classification

Find the four-leafed clover →



Experimentation Conclusions
• There are sources of irreproducibility that cannot be 

controlled for.
• Running the experiment in multiple heterogeneous 

environments during the analysis stage will help validate 
the conclusions and also help validate the conclusions will 
be reproducible.

• Having resources like the Open Science Grid and access 
to Cloud resources can be used to improve reproducibility. 



Takeaways
● AI/ML under constant development: new tools, new 

implementations of algorithms, new versions up and down 
the stack (operating system, framework, processors)
○ Consider usage carefully for application with impact

● Commitment to repeatability needed with AI/ML 
○ Kevin repeats each experiment 10x

● For reproducibility, must document all applicable 
‘implementation factors’
○ Publishers should consider guidelines for AI/ML driven work
○ Nanopublications to cite for replicable documentation

● Awareness building needed
○ Especially when data with embedded bias is used in ML
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